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Abstract of the contribution: This PCR proposes to add SCTP and generic UDP as an additional protocol option for the L4 convergence method to solution 1.
1 Introduction

This contribution proposes to add an SCTP and generic UDP as additional protocol options for the L4 convergence method as SCTP and generic UDP are considered more suitable for UDP traffic.
2 Proposal

This document proposes to add following changes to the text in TR 23.793.
* * * Start of Change 1* * * 

6.1
Solution 1: Proposed architecture framework for ATSSS

In terms of architecture requirements for this solution, the proposed ATSSS architecture framework:

1.
Shall support untrusted non-3GPP access, NG-RAN and E-UTRAN.  GERAN and UTRAN are not supported.  As part of untrusted non-3GPP access, WLAN access shall be supported.

2.
Shall support simultaneous connections of an UE via multiple access technologies.

3.
Shall support separation of control and user plane functions.

4.
Shall support IP (IPv4 & IPv6) and Ethernet PDU session types

5.
Shall reuse and align with Release 15 architecture, reference points and functional capabilities in 5GS as stated in TS 23.501 [5] and the procedures as stated in TS 23.502 [6] as much as possible.

6.
Shall support roaming.  As part of roaming, the architecture shall support both local breakout and home routing scenarios.
7.  Remote host resides at DN (beyond N6) is not aware of traffic steering, switching and splitting operations in 5GS.
8.
May support traffic usage reports from UE and ATSSS user plane entity to the ATSSS control plane of the core network to enable ATSSS control plane to get an end-to-end view of traffic performance over multiple access networks in order to dynamically manage ATSSS operations over these accesses.

NOTE:
Network that support ATSSS can continue to provide ATSSS functionality if traffic usage report is not provided by UE and ATSSS user plane entity.

Figure 6.1-1 depicts the initial high level ATSSS architecture for the non-roaming case.
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Figure 6.1-1: Initial high level view of non-roaming ATSSS architecture

The following Figure 6.1-2 depicts the ATSSS roaming architecture in the case of LBO with N3IWF in the same PLMN as 3GPP access (assumed AF resides in VPLMN).
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Figure 6.1-2: Roaming ATSSS architecture – LBO scenario with N3IWF in same the PLMN as 3GPP access (assuming AF resides in VPLMN)

The following Figure 6.1-3 depicts the ATSSS roaming architecture in the case of HR with N3IWF in the same PLMN as 3GPP access.
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Figure 6.1-3: Roaming ATSSS architecture - HR scenario with N3IWF in same the PLMN as 3GPP access

6.1.1
General
This solution supports Multi-Access (MA PDU). A MA PDU is a type of PDU session that allows application to send/receive traffic either over 3GPP access, or non-3GPP access, or both accesses simultaneously. A MA PDU session comprises of a PDU session over 3GPP access and a "linked" PDU session over non-3GPP access, or vice versa. Each of the PDU sessions may have its own set of UPFs, but both PDU sessions share a common PDU session anchor (PSA) as shown in Figure 6.1.1-1.  For MA PDU session, applications in UE and the N6 host server are not aware of traffic split across multiple accesses. 

Editor's note:
Support for UL CL and multi-homing in (optional) intermediate UPF is FFS.
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Figure 6.1.1-1:  MA PDU session

The PDU session and linked PDU session of a MA PDU session share the following attributes:

1.
DNN

2.
SSC mode

3.
S-NSSAI

4.
PDU session type (IPv4, IPv6 or Ethernet)

5.
IP address (for IPv4 and IPv6 PDU session type)

6.1.2
Functional Description

The ATSSS architecture contains the following functional elements:

-
User Data Repository for Access Traffic Steering Switching and Splitting Function (UDR-AT3SF)


UDR AT3SF holds UE ATSSS subscription data for operator service and user profiles.  This functionality is supported by the UDR in 5GS.

-
Policy Control Access Traffic Steering Switching and Splitting Function (PC-AT3SF)


PC-AT3SF defines ATSSS policies according to the application-specific information provided by the AF (via N5), access information/notification provided by the AMF (via N15), UE ATSSS subscription and user profiles provided by the UDR-AT3SF (via N25), network local policy or any combination of them. The PC AT3SF may also take input from Network Data Analytics (NWDA) into consideration to generate or modify ATSSS policies. The PC-AT3SF can provide ATSSS rules to UE-ATS3F as described in clause 6.1.4.
-
Session Management Access Traffic Steering Switching and Splitting Function (SM-AT3SF)


SM-AT3SF is the main control plane function of the ATSSS architecture which is supported by the SMF.  It is responsible for ATSSS policy enforcement and session management of all PDU sessions between 5GC and UE. SM-AT3SF can receive the ATSSS policies from PC-AT3SF via N7 and generates ATSSS rules to control the behaviour of ATSSS traffic by conveying ATSSS rules to UP-AT3SF over N4.  SM-AT3SF may also receive access link information (e.g. access restriction, mobility status) from the AMF for all access legs as inputs to manage ATSSS behaviour. The SM-AT3SF can provide ATSSS PDU session related policies to UE-ATS3F during PDU session establishment and PDU session modification, as well as receive traffic usage reports from the UE and SM-AT3SF for dynamic ATSSS operations.    Based on the traffic usage reports, SM-AT3SF may send commands (e.g., change access or access forbidden) to UE-AT3SF and UP-AT3SF via N1 and N4, respectively to optimise ATSSS behaviour.

-
User Plane Access Traffic Steering Switching and Splitting Function (UP-AT3SF)


UP AT3SF has a data plane component (UPu-AT3SF) and a control plane component (UPc-AT3SF). UPu-AT3SF is supported by PDU session anchor representing the UP anchor point for all ATSSS traffic and presents a single IP address towards DN via N6.  It is responsible for ATSSS policy rule enforcement in the UP of the core network.

UPc-AT3SF requests, receives and processes traffic usage reports from the UE (if available) as indicated by the SM-AT3SF via N4. It is responsible for setting up the multi access connectivity through UPu-AT3SF and steering/splitting the traffic over available accesses based on path quality estimation, network access measurement reports and network policies provided by the SM-AT3SF via N4 interface.

-
UE Access Traffic Steering Switching and Splitting Function (UE-AT3SF)


ATSSS policy rule enforcement at the UE for UE-initiated traffic (UL). It may also generate traffic reports to be sent to the SM-AT3SF at the request of UPc-AT3SF.
In order to support ATSSS, it is essential that UDR AT3SF, PC-AT3SF, SM AT3SF and UP AT3SF are supported by UDR, PCF, SMF and UPF respectively in 5GS. ATSSS capability may be discovered during initial PDU Session Establishment and inter-PLMN mobility procedures where these network functions indicate its support. If one of these network functions indicates no support for ATSSS capability, corresponding PDU session will not have ATSSS support.

6.1.3
MA PDU and URSP
In Rel-15, UE is responsible for establishing new PDU session(s) based on URSP provided by the network (PCF) and/or preconfigured in the UE as described in TS 23.503 [7] clause 6.6.2. As such, URSP provides SDF level steering capability for UE to establish new PDU session(s) over the preferred access network based on traffic descriptor and rule precedence.

As shown in Figure 6.1.3-1, the URSP approach can be extended to support MA PDU session in the UE. This can be done by adding a new field in the Route Selection Descriptor to specify what kind of PDU session (PDU or MA PDU) should be established for the matching application (see Table 6.1.3-1).
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Figure 6.1.3-1: URSP can be extended to support for MA PDU session type. In this example, UE will establish regular PDU session(s) for App1 & 3, and MA PDU session for App 2
Table 6.1.3-1: URSP Rule (from TS 23.503 [7] table 6.6.2-1)

	Information name
	Description
	Category
	PCF permitted to modify in a UE context
	Scope

	Rule Precedence
	Determines the order the URSP rule is enforced in the UE.
	Mandatory
(NOTE 1)
	Yes
	UE context

	Traffic descriptor
	This part defines the traffic descriptors for the policy
	
	
	

	Application identifiers
	Application identifier(s) 
	Optional
	
	

	IP descriptors
	IP 3 tuple(s) (destination IP address or IPv6 network prefix, destination port number, protocol ID of the protocol above IP)
	Optional
	Yes
	UE context

	Non-IP descriptors
	Descriptor(s) for non-IP traffic
	Optional
	Yes
	UE context

	
	
	
	
	

	Route Selection descriptor
	The components for Route selection (see table 6.6.2-2)
	Mandatory
	
	

	NOTE 1: Rules in a URSP shall have different precedence values.


Table 6.1.3-2: Extension of Route Selection Descriptor (from TS 23.503 [7] table 6.6.2-2) to support MA PDU

	Information name
	Description
	Category
	PCF permitted to modify in a UE context
	Scope

	Route selection components
	This part defines the route selection components
	Mandatory
(NOTE 1)
	
	

	SSC Mode Selection
	
	Optional
	Yes
	UE context

	Network Slice Selection
	
	Optional
	Yes
	UE context

	DNN Selection
	
	Optional
	Yes
	UE context

	Non-seamless Offload indication
	Indicates if the traffic of the matching application is to be offloaded to non-3GPP access outside of a PDU Session.
	Optional


	Yes
	UE context

	Access Type preference
	Indicates the preferred Access Type (3GPP or non-3GPP) when the UE establishes a PDU Session for the matching application.
	Optional
	Yes
	UE context

	PDU Session Type 
	Indicates whether PDU or MA PDU session should be established
	Optional
	Yes
	UE context

	NOTE 1: At least one of the route selection component shall be present 


6.1.4
Architecture Description
The interactions between AT3SF's of UE, UPF, SMF and PCF are shown in Figure 6.1.4-1.
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Figure 6.1.4-1: Interaction between AT3SF's of UE, SMF, PCF & UPF

5GS can implement ATSSS for MA PDU session according to PCF policy, user preference settings and link performance of 3GPP & non-3GPP access networks as shown in Figure 6.1.4-1. clause 6.1.3 already describes SDF level traffic steering in URSP to enable a UE to identify the need of MA PDU session based on Traffic Descriptor.

When MA PDU session is invoked by the UE, further traffic steering, switching and splitting policy can be provided by the PC-AT3SF to SM-AT3SF during MA PDU session establishment.  SM-AT3SF is responsible for mapping the policy into ATSSS configurations towards the UE-AT3SF (via N1) and UP-AT3SF (via N4). The SM-AT3SF may also consider local configuration when deriving ATSSS configurations.  Based on these configurations, the UE and UPF/PSA can determine the appropriate access networks to use for ATSSS operations. Some examples of ATSSS configurations provided by SM AT3SF can be shown as follows:

-
Load balance - traffic is split over both accesses for equal or weighted distribution.

-
Hot-standby - traffic is steer to the least cost access (e.g. WLAN) and switch to the other access when the least cost access is no longer available or its link condition falls below certain performance thresholds based on for example link quality, throughput, latency, packet loss, etc.

-
Top up - traffic is steer to least cost access (e.g. WLAN) and if needed split across both accesses when the performance criteria of the least cost access falls below certain performance thresholds based on for example link quality, throughput, latency, packet loss, etc.

-
Least loaded - traffic is steer to the least loaded access and switch to the other access when the least loaded access is no longer available or its link condition falls below certain performance thresholds based on for example link quality, throughput, latency, packet loss, etc.

-
Best performance - traffic is steer to the best performing access based on traffic measurements and switch to the other access the best performing access is no longer available.

Based on ATSSS configurations provided by the SM-AT3SF and optionally user preference settings, the UE-AT3SF derives the ATSSS rules for MA PDU session data in the UL direction.  Similarly, the UP-AT3SF derives the ATSSS rules for MA PDU session data in the DL direction based on ATSSS configurations received from SM-AT3SF.

Editor's note:
The mapping of ATSSS configurations to ATSSS rules in UE-AT3SF and UP-AT3SF are FFS.

Editor's note:
The enforcement of ATSSS rules in UE-AT3SF and UP-AT3SF to support traffic splitting is FFS.

6.1.5
Procedures

6.1.5.1
Multi Access PDU Session Establishment Procedure

In this case, theMA-PDU is using two child PDU sessions which are established with two separate PDU session establishment procedures as it is shown in clause 6.2.2.1. At the completion of the first PDU session setup the UE is also provided with the IP address of the UPFc-AT3SF.

Once the multi-access PDU connectivity is setup or when the UE detects changes in the link status (the link is up or down or IP address change, etc.) the user plane configuration is setup between UE and UPF-AT3SF as detailed in clause 6.1.5.2. 

NOTE:
The details of the communications between the UE and UPF-AT3SF are FFS.
6.1.5.2
User Plane Configuration between UE-AT3SF and UPu-AT3SF

The user plane configuration procedure consists of the following key steps detailed in Figure 6.1.5.2-1.

The procedure may be either terminal or network initiated and it follows Steps 1-23 in Figure 6.1.5.1-1 for setting up a MA-PDU.
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Figure 6.1.5.2-1: AT3SF Control Procedure for UP Configuration

Once the UE-AT3SF sets up multi-access PDU connectivity or when it detects changes in the link status (the link is up or down or IP address change, etc.) it sends a AT3SF_RECONFIG_REQ message to setup/release/update the multi access session. The message should include the following information:

1.
Session Identifier: an unique identifier of the session.

2.
Action Type (eg. Setup, Release, Update).

3.
Link information including:

a.
IP address of the connection.

b.
Connection Type (eg. NR, WLAN, etc.).

UPc-AT3ASF is responsible in setting up the user plane protocol to be used in between the UPu-TA3SF and UE-AT3SF and it informs the UE-AT3SF client of the user plane protocols to setup at the client and the parameters to be used in connecting to the UPu-AT3SF.

Each instance of the UPu-AT3SF is responsible for one anchor connection. The AT3SF_UP_SETUP_CONFIG_REQ message is used to create one or more UPu-AT3SF instances and it includes the following parameters:

1.
Anchor Connection ID (eg. IP address or other identifier for one end point of the connection).

2.
Convergence Method: e.g. Loose Aggregation, GRE Aggregation, MP-TCP Proxy, MP-QUIC Proxy, etc.


In Loose Aggregation packets of the same QoS Flow may be sent over both accesses without the need of packet reordering at the receiving side.

3.
Convergence Method Parameters: Proxy IP Address, Proxy IP Port(s).

4.
Delivery Connection(s): Connection ID, Connection Type (eg. NR, WLAN, etc.), Transport Method (eg UDP tunnel, IPSec Tunnel with NULL encryption, etc.), Transport Method Parameters (eg. Tunnel endpoint IP address and port).

For example when NR and WLAN are two user plane accesses, UPc-AT3ASF may convey to the UE-AT3ASF that IPSec with NULL encryption needs to be setup as a transport method between the UE-AT3ASF and UPu-AT3ASF. 
When the anchor does not need to provide traffic aggregation over multiple accesses with strict in order packet delivery, no Transport Method needs to be specified.

When the UP setup configuration indicates MP-TCP Proxy as the Convergence Method, then the request maust include the IP address and port number of the MP-TCP proxy.

Once the UP protocols are configured UE-AT3ASF informs the UPc-AT3ASF using the AT3ASF_UP_SETUP_CONFIG_CNF message. This message contains:

1.
Session Identifier.

2.
Convergence Method.

3.
Delivery Connection(s).

6.1.5.2.1
AT3SF Session Termination Procedure

This procedure may be initiated either by the terminal(UE-AT3SF) or the network (UPc-AT3SF) by either one of the peers sending AT3SF_SESSION_TERMINATE_REQ to the other peer. The receiving peer shall acknowledge the termination with a AT3SF_SESSION_TERMINATE_RESP message. The two messages shall contain the session ID and the reason of termination.

6.1.5.3
Access Measurement Report Procedure

Editor's note:
The use of the access metrics at the UPc-AT3SF is FFS.

Measurement reports may be delivered, on request from the network (UPc-AT3SF) when certain threshold levels for the value of the measurements are reached. The UPc-AT3SF configures the UE-AT3SF with regard to the type of measurements to be executed as indicated in Figure 6.1.5.2.-1.
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Figure 6.1.5.3-1:
UE-AT3SF Measurement configuration and reporting procedure

What information should be included in the traffic reports and how they are measured?

UPc-AT3SF configures UE-AT3SF with the different parameters (e.g. radio link information) and the associated thresholds at which the reports shall be generated. The AT3SF_MEAS_CONFIG contains the Connection type (e.g. WLAN, 5G-NA, etc.) and a set of parameters specific to each connection type and a timer value during which the measured values should fulfil the threshold conditions before the measurement report.

When the connection type is 5G-AN the following threshold parameters may be provided:

a.
The RSRP threshold (in dBm), both low and high;

b.
The RSRQ threshold (in dBm), both low and high.

When the connection type is WLAN the following threshold parameters may be provided:

a.
The WLAN channel utilization (BSS load) threshold, both low and high.

b.
The downlink backhaul available bandwidth threshold, both low and high.

c.
The uplink backhaul available bandwidth threshold, both low and high.

d.
The beacon RSSI threshold, both low and high.

Each measurement report (AT3SF_MEAS_REPORT) includes the connection type together with a set of measured parameters.

When the connection type is 5G-AN the measured parameters are:

a.
The RSRP value (in dBm) of serving 5G-AN;

b.
The RSRQ value (in dBm) of serving 5G-AN.

When the connection type is WLAN the following threshold parameters may be provided:

a.
The WLAN channel utilization (BSS load).

b.
The downlink backhaul available bandwidth.

c.
The uplink backhaul available bandwidth.

d.
The average beacon RSSI.

6.1.5.4
Round Trip Time (RTT) Evaluation Procedure

This procedure is executed under the control of the UPc-AT3SF on the access for which RTT is to be evaluated. The UPc-AT3SF sends a PING_REQ to the terminal over the chosen access. The terminal device is expected to answer as soon as possible with a PING_REQ that carries the same identifier that was received in the PING_REQ. On the receive of the PING_RESP, the UPc-AT3SF determines the updated value of the RTT of the associated link. The procedure to determine the updated value of the UPc-AT3SF it is left to the UPc-AT3SF implementation. The RTT evaluation procedure is described in Figure 6.1.5.4-1.

It is left to implementation the type of QoS to be applied to the messages being used.
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Figure 6.1.5.4-1: UE-AT3SF RTT evaluation procedure
6.1.6
Control Plane Protocol Stack between UE-AT3SF and UPc-AT3SF

The connection between the UE-AT3SF and the UPc-AT3SF is assumed to be secure over both non-3GPP access as well as over the 3GPP access. Multi Access Control Management (MACM) is responsible to implement the exchange of control plane messages between the UE-AT3SF and UPc-AT3SF.

The following protocol stack is used for the control message exchange between UE-AT3SF and the UPc-AT3SF. The messages are carried over UDP in IP between MACM on UE-AT3SF and UPc-AT3SF as it is shown in Figure 6.1.3-1 independent of the access ( 5G-AN, non-3gpp access, etc.).
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a: UDP based Control Plane Protocol Stack over non-3GPP access
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b: UDP based Control Plane Protocol Stack over 5G-AN

Figure 6.1.6-1: Control Plane Protocol Stack between UE-AT3SF and UPc-AT3SF

6.1.7
User Plane Protocol Stack options between UE-AT3SF and UPu-AT3SF

Multiple access methods are available between the UE-AT3SF and the UPu-AT3SF. This methods are negotiated between the two peers.

6.1.7.1
User Plane Convergence Method based on NULL Tunneling

This methods allows traffic aggregation over the available accesses at the level of an IP flow. This solution guarantees that at any moment in time there are no packets of the same fully specified IP flow over both available accesses. This solution does not require any reordering on the receiving side while still allows aggregation of traffic over both accesses at an IP flow level.

The associated user plane protocol stack is shown in Figure 6.1.7.1-1.
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Figure 6.1.7.1-1: User Plane Protocol Stack with NULL tunnel between UE-AT3SF and UPu-AT3SF

6.1.7.2
User Plane Convergence Method based on GRE tunneling

This method allows transport of the PDN PDUs across both accesses in a GRE Tunnel. The GRE tunnels are setup over both accesses between the UE-AT3SF and UPu-AT3SF using the control plane signalling between the UE-AT3SF and UPc-AT3SF.

This method allows in order PDN PDUs delivery and it may be applied to any PDN type.

The associated user plane protocol stack is shown in Figure 6.1.7.2-1.
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Figure 6.1.7.2-1: User Plane Protocol Stack with GRE tunnel between UE-AT3SF and UPu-AT3SF

6.1.7.3
User Plane Convergence Method using L4 Multipath Solutions (MP-TCP, MP-QUIC, SCTP, UDP generic)

This method allows transport of the IP PDUs across both accesses between the UE-AT3SF and UPu-AT3SF. It uses a Layer 4 multipath transport service enabling IP flows to use multiple paths simultaneously.

The L4 multipath transport service may use either MPTCP or MP-QUIC or SCTP or UDP. MP-TCP sets up multiple TCP subflows over the different access networks, MP-QUIC several UDP flows, SCTP several SCTP flows and the UDP generic approach several UDP flows  UE-AT3SF and UP-AT3SF are responsible for managing the MP-TCP/MP-QUIC/SCTP/UDP generic Hybrid Access paths, including establishment and tear down.

The peers may terminate the end user layer 4 sessions before transporting the data over the access paths, effectively executing a proxy function for these end user sessions.

One or more IP addresses may be allocated, if needed, on the UPFu-AT3SF to differentiate between the flows over both accesses. Other mechanisms to provide such a differentiation are precluded. The subsequent assigned IP addresses are pushed to the peers of the layer 4 sessions using internal messages of either MP-TCP or MP-QUIC or SCTP or UDP generic (e.g, ADD_ADDRESS for MP-TCP).


The associated user plane protocol stack is shown in Figure 6.1.7.3-1a-d.

a)
MPTCP transport.
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Figure 6.1.7.3-1a: User Plane Protocol Stack with L4 Multipath between UE-AT3SF and UPu-AT3SF

b)
MP-QUIC transport.
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Figure 6.1.7.3-1b: User Plane Protocol Stack with L4 Multipath between UE-AT3SF and UPu-AT3SF 
c)
SCTP transport.
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Figure 6.1.7.3-1c: User Plane Protocol Stack with L4 Multipath between UE-AT3SF and UPu-AT3SF

d)
UDP generic transport.
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Figure 6.1.7.3-1d: User Plane Protocol Stack with L4 Multipath between UE-AT3SF and UPu-AT3SF

6.1.8
Impacts On Existing Entities and Interfaces

This solution will impact the following entities in 5GS:

-
SMF.

-
PCF.

-
UDM.

-
UPF.

-
UE.

Editor's note:
The impact on existing entities and interfaces is FFS.
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